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INTRODUCTION

Topics, sources, outlines.
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TOPICS

Evolution models, population, recombination, natural selection,
simulation, objective function, roulette wheel, tournament, elitism.

Genetic algorithms. encoding, operators, selection, crossover,
mutation.

Representational schemata, schemata theorem, building blocks
hypothesis.

Prisoner's dilemma, strategies, equilibria, evolutionary stability.

Evolution strategies, cooperation, meta-parameters, differential
evolution, CMA-ES.

EA and combinatorial problems, NP-hard tasks, TSP, ...

Machine learning and data mining, evolution of rule-based systems,
learning classifier systems, bucket brigade algorithm, Q-learning.
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EVOLUTIONARY

ALGORITHMS

Biological motivation, basic parts



DARWIN EVOLUTION THEORY

859 — On the origin of species
Limited environment resources
Reproduction is the key to life

Better fitted (adapted) individuals have
bigger chances to reproduce

Successful phenotype traits are reproduced,
modified, recombined
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MENDEL GENETICS

1856 - Versuche uber Pflanzenhybriden
Gene as a basic hereditary unit

Every diploid individual has two pairs of alleles, one
is transmitted to offspring independently of others.

It's complicated:
Polygeny — more genes influence one trait

Pleiotropy — one gene influences more traits

Mitochondrial DNA

Epigenetics
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DNA

1953 —Watson and Crick — double helix structure of
DNA

* Molecular-biological view:
* How is the genetic information stored in a living organism
* How is it inherited

* DNA consists of 4 nucleotides/bases — adenine,
guanin, cytosine, thymine

* Codon — a triplet of nucleotides encoding | out of
23 amino acids (redundancy)

* These 23 amino acids are the basic building structure
of carbohydrates in all living organisms
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MOLECULAR GENETICS

Crossover, Mutation
Transcription: DNA->RNA
Translation: RNA->protein
GENOTYPE->PHENOTYPE
One-direction, complex mapping

Lamarckism:

There is an inverse mapping from phenotype to
genotype

Acquired traits can be inherited
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EA - SUMMARY

Natural evolution: environment, individuals, fithess

Artificial evolution: problem, candidate solutions, quality of
a solution measure

EAs are population-based stochastic search algorithms
Recombination and mutation create variability

Selection leads the search in the right direction
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GENERAL EA

EAs are robust meta-algorithms

No free lunch theorem

“There is no one best algorithm that outperforms them all.”

Wolpert, Macready, 1995 (search), 1996 (learning), 1997
(optimization)

It pays to create domain-specific variants of EAs

Representation

Operators
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GENERAL EA

INITIALIZATION

* Create initial population P(0) at

N random
EVALUATION PARENTAL * Ina cycle create P(t+1) from
SELECTION P(t):
TERMINATION * Parental selection

CONDITION
*  Recombination, and mutation

* New individuals P’(t+1) are

ENVIRONMENTAL

SELECTION created
RECOMBINATION
[ ]

Environmental selection chooses
EVALUATION P(t+1) based on P(t) a P’(t+1)
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GENETIC ALGORITHMS

1975 - Holland

Binary encoded individuals
Roulette-wheel selection

| -point crossover

Bitwise mutations
Inversion

Schemata theory to explain the mechanism how GAs work
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EVOLUTIONARY PROGRAMMING

1965 — Fogel, Owens a Walsh

Evolution of finite automata

No distinction between genotype and phenotype
Focus on mutations

No crossover, usually

Tournament selection
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EVOLUTIONARY STRATEGIES

964 - Rechenberg, Schwefel

Optimization of real number vectors in difficult
computational math problems

Floating point encoding of individuals
Mutation is the basic operator

The mutation step is heuristically controlled or undergoes
an adaptation (evolving)

Deterministic environmental selection
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GENETIC PROGRAMMING

1992 — Koza

Evolution of individuals representing (LISP) trees
Used (not only) to evolve computer programs
Specific operators of crossover, mutation, initialization

Further applications (neuroevolution, evolving hardware,
evolution of graph structures, ...)
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SIMPLE GENETIC

ALGORITHM

Holland SGA, binary representation, operators
and their variants
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GA

Genetic algorithms — 70s USA, Holland, DeJong, Goldberg,

The original proposal is nowadays called SGA (simple GA)

Minimal set of operators, the simplest individual encoding,
research of theoretical properties

Gradually, the SGA has been enriched of — or transformed
to — further operators, encodings, ways of dealing with
populations, etc.
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SGA - BASICS

t=0; Generate at random initial population P(0) of n |-bit
genes (individuals)

Step from P(t) to P(t+1):
Compute f(x) for each x from P(t)
Repeat n/2 times:
Select a pair %, y from P(t)
Cross over X, y with probability pc

Mutate every bit of x and y with probability py

Insert x, y to P(t+1)
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SGA — BASICS
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P(t)
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ROULETTE WHEEL

CROSSOVER
1 |-POINT

] MUTATION
BIT-FLIP

!
N

—
1

ENVIRONMENTAL SELECTION
P(t+1) REPLACES P(t)




SELECTION

Roulette wheel selection:

Selection mechanism is based on the individual fitness value

It is a selection with replacement — each individual can be
selected more times

Expected number of individual selections should be

proportional on the ratio of its fitness and an average fitness of
the population

Each individual has an allocated slice of a roulette wheel
corresponding to its fitness, the wheel is spun n-times
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CROSSOVER

Crossover is the main operator in GA
It recombines (good?) properties of parents

It expresses our hope that recombination can lead to
better fitness

One-point crossover:
Choose crossover point at random
Exchange corresponding parts of individuals

Probability of crossover pc typically in the range of tenths
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MUTATION

In simple GA, mutation operator is less important,
It acts as a mechanism against stuck in local extrema

(On the contrary, in EP or early ES, mutation is the only
source of variability)

Bit-string mutation:
With probability py every bit of the individual is changed

Pm is small (e.g. to change | bit in individual on average)
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INVERSION AND OTHERS

The original Holland’s SGA proposal contains another
genetic operator — inversion

Inversion
Reversing a part of the bit string
BUT with keeping the meaning of bits
More complicated technically
Inspiration in nature

Did not proven to be beneficial (but wait for permutations)
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SCHEMA THEORY

Schema theorem, building blocks hypothesis,
implicit parallelism, k-arm bandit

- (Zmlmw”% ds wk ey wl Gy %m&\w a[%m‘\W
— Ly 7%&7% /S vy, Lo Yo
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SCHEMATA

Individual is a word in alphabet {0, |}

Schema is a word in alphabet {0, |,"<}7/7 &,/Jr 04 'ML‘MAMIS

— ' 00
(* = don't care) OML _gdqupm €Wp/ai 1@@_ /\' //(((?0'/
Schema represents a set of individuals 10 1@
Schema with r * represents 2" individuals \}b& s \3 \ 101/ y
14 A
Individual with length m is represented by 2™ sghematz\fi\ﬁ\ e 47‘ l\jijﬂ;(/,h
w X w

There is 3™ schemata of length m ‘/”\“Z) \ee \%\Dwk N m"‘\'i\ i Moo (W"“

In population of n individuals there is between 2™ and n.2™
schemata represented

W@ Can COIMP/]V(, go‘]UMn]Llﬂ byl'wwf) MM/AHJVB ]3+ 0\14(\/ P—\—M Wr/ P71M ifohne,g? )
o /2
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R'\' Ness 04 ;lchmo m/ ( 4(7() lp)wlxm X v tg, ’Q%foh_% o/wc/ Xé ~P,l/ %;Mgﬁ' Lj:@ ml\/ﬁlbtg

I 15 ako OXgensie 7L0 Onlunte %7’%@ agf . in Cuidul Wy uduid e@v&wkd

PROPERTIES OF SCHEMATA

Order of schema S: o(S) — \uwbty QA émé pos.%'om
Number of 0 and | (fixed positions)

Defining length of schema S: d(S) ~ how mush %/XCL/ /”9’547% S
Distance between the first and the last fixed position

Fitness of the schema S: F(S)

Average fitness of the individuals in a population that
correspond to the schema S

Note that fitness of S depends on the context of a population.
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THE SCHEMA THEOREM

> Qi fon Solarkne,

Short (w.r.t. defining length), above-average (w.r.t. fitness), low-
order schemata increase exponentlally in success:ve generations

of GA. (Holland) "% 40wy Qs by cnssaney
Building blocs hypothesis:

GA seeks suboptimal solution of the given problem by
recombination of short, low-order above-average schemata
(called building blocks).

“just as a child creates magnificent fortress through
arrangement of simple blocks of wood, so does a GA seek near

optimal performance ..”
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PROOF OF TST

Population P(t), P(t+1), ... n individuals of length m
What happens to a particular schema S during:
Selection
Crossover
Mutation

C(S,t) ... Number of individuals representing schema S in
population P(t)

We will estimate C(S,t+1) in three steps

L; 5‘\/\'\5 @%\M\\—'.g.,\ c\w&os \,,\,\.,.\ %hwm"n aw aooé
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PROOF OF TST

Selection:

An individual probability of selection is:
Ps(V) = F(v) / F(t), where F(t) = 2 F(u), {uin P(t)}
Probability of selection od schema S:

pu(S) = F(S) [FE®)L |y oo ol althig o whow

Thus: C( \;:%'\ll'\ ) = C(S,t)@m
—— dow olebite ko 1 iwdvidualt
Or equivalently: C(S,t+1)= é(S t) F(S)/ Favg(t) 74:0 bethor 7[/1% a 7%-4

(Where Favg(t)=F(t)/n ... is the average fltness in P(t) were il }"Waﬂh

g Mﬁ I&u/e; l\wﬁch] /]mmhf ﬂ 04 }m(JA’(A'JMw/c; i Wl/]}’{()h
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PROOF OF TST

.. Still selection:
So, we have: C(S,t+1)=C(S,t) F(S)/F,,(t)
If the schema were “above-average” of e%:
F(S,t)=F,4(t) + e F,4(t), for t=0, ...
C(S,t+1)=C(S,t) (1+e) , \é/\'\s \/\o\c\;‘s OM\‘A \x)ﬁ(ﬂ S.i\wm‘r'ww S \/Ma Q&Tf}ﬁc/
C(S,t+1)=C(S,0) (I+e)t -

l.e., the number of above-average schemata grows exponentially
(in consecutive populations (and with selection only)).
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PROOF OF TST

W “*‘ de ok Af\wnabé \"a Chosowr
Crossover: .~

Probability that a schema will be destroyed / survive a

crossover: m:= e Og m wdividul (}\qv.ha aa/é, m-14 éﬂ"c{el/ﬂ”zé//ﬂ'})
P4(S) = d(S)/(m-1)

Ps(S) = | —d(S)/(m-1)

Crossing over with probability p.:

< (S)>= 1| —p. Md(S) / (m-1 O QUev \’M ons OW’ Sowwlv'mes
(922 1 @ YO /(1) s 3
Selection and crossover together:

C(S,t+1) >=/C(S,8) . F(S)/Fargl(®) [1- pc - d(S) / (m-1)]
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PROOF OF TST

Mutation: _ iwf M—AMA fide, ¥
| bit will not survive: p,, ”97%(»] hyo/mf
| bit will survive: | —p,,

A schema will survive (p,,<<lI):
p.(S) = (I = p,)°® —— 0(9> 5 V\\X\M})ﬂ}r Og A\W\/ {\Q\W'OMS
Ps(S) = ... roughly estimate ... = | — p,,.0(S), for small p,,
Selection, crossover and mutation together:
C(S,t+1 )>=C(S,t).F(S)/FPrum(t) [1-p..d(S)/(m-1):p,,.0(S)]
QED. gdw#’m C WeSvth i H{am
a hove— ﬂl%Mj ¢ Ql/lol”J' /ow— ovcl /%
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CONSEQUENCES OF TST AND
BBH

Encoding matters
Size matters
Premature convergence harms

When GA sucks:

(| | Peesie) | eeisiseieieiok | ) are above-average
But F(1 1 #5665 ] |) << F(000%HR00) — \{zlrmgs Jwekioe ca yLo& wr qfarent
The idealis (I I11111111); GA has hard times finding it

The selection condition might be improved
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IMPLICIT PARALLELISM

GA works with individuals, but implicitly it evolves much
more schemata: something between 2™ and n.2™.

But how many schemata is processed efficiently:

Holland (and others): (Under certain circumstances, such as n =
2™ schemata stay above-average,...) Number of schemata that
really grow exponentially is in the order of n3.

It was jokingly commented as the only case where
combinatorial explosion is on our side.
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EXPLORATION VS.
EXPLOITATION

Original Holland motivation:

GA is an “adaptive plan” looking for equilibrium between:
exploration (finding new areas for search)

exploitation (utilizing current knowledge)

Just exploration: random walks, not utilizing previous
knowledge

Just exploitation: stuck in local optima, rigidity
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|- ARMED

BANDIT
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2-ARMED BANDIT

N coins, 2-armed bandit (arms payoffs have expected values
m,, m, and variances s, s,). N-n coins is allocated to the
better arm, n coins to the worse one.

Goal: to maximize outcome / to minimalize loss.

Analytical solution: to allocate exponentially more trials to
the currently winning arm

N-n" = O(exp(c n%));

c depends on m|, my, s}, s, and n* is the optimal value

_@wl:\ OV 3«\0\\ GOSJrs SK)\AAQ/XT\A{h&, b/\} (L\sa XQX\% e, abaq\ \XM/ Qt«%og&

L4

- ' 7
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BANDIT AND SGA

GA also allocates exponentially more trials (slots in
population) to the more successful schemata

It thus solves the exploration vs. exploitation problem in
the optimal way

Schemata plays many multi-armed bandit games
The winning prize is number of slots in popuplation
It is hard to estimate the fitness of a scheme
First people thought that SGA plays 3™ —armed bandit,

Where all schemata are competing arms ...
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... BUT IT’S COMPLICATED

Actually, much more games is played in parallel

Schemata “compete” for “conflicting” fixed positions in a
gene

Schemata of order k always compete for those k fixed
positions — they play 2% —armed bandit

So, the best of those games get the exponential slots in
population

But, it depends if we can estimate the fithess of a scheme in
a particular population well (which can be a problem)
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THUS, A BAD TASK FOR SGA IS ...

P 7 C‘@(qul fo 40ﬂl CHA
foa) =
=2;forx~ I I*..*
= |;for x ~ 0*.*
= 0; otherwise.

For schemata we now have: 040 /L\ _ |
. =L
F%.9 = 12; = | "A"\'" 40 “

FO:. %=1 _ = &W\M defunilim
But, the SGA estimates F(I*..*) ~ 2,
Because schemata | | I**...* will be much more common in a population

SGA here does not sample schemata independently, so it does not estimate
their real fitness.
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PROBLEMS

The arms in bandit are independent, but the SGA does not
sample schemata independently

Selection does not work ideally, as in the TST, it is dynamic,
and it has statistical errors.

SGA maximizes its on-line performance; they should be
suitable for adaptive tasks

It is a pity to stop a running SGA ;-)

(Paradoxically, maybe) the most common application of GA is to
let them “only” find the one best solution.
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STATIC BBH

Grafenstette, 9 |: People consider that GA converges to solutions
with actual statistic average fitness; and not (as it really
happens) to those that exist in populations, i.e. with the best
observed fitness

Then, people can be disappointed:
Collateral convergence

Large fitness variance
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COLLATERAL CONVERGENCE

When GA converges somewhere, the schemata are no
longer sampled uniformly, but with a bias

If, e.g.a sheme | | I***_* is good, it will spread in a
population after few generations, i.e. almost all individuals
will have this prefix.

- But then, almost every sample of a scheme ***000...* are
also samples of a scheme | 11000%...%,

Thus, the GA will not estimate F(***000*...*) correctly.
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LARGE FITNESS VARIANCE

GA will not estimate fitness of a scheme well in the case if
the static average fitness has a large variance.

Such as the scheme |*..* from our evil example.

The variance of its fitness is large, so the GA will probably
converge to those parts of a search space where the fitness

is big.
Which in turn will bias further sampling of the scheme. So,
the static fitness is not estimated well, again.
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TST WRAP-UP

TST was an important first attempt to formalize GAs
Now, more exact results exist

The weak points of TST:

Populations are finite and small — the theoretical exponential
increase from one generation to the next one is harmed by
factors such as sampling errors, and dynamic representation of
schema in populations — the longer run predictions do not hold.

The competition of schemata is much more complex and not
independent at all.

TST ignores the constructive effect of operators.
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REPRESENTATION AND

OPERATORS IN GA

Integer and floating point representations
operators, selection



ENCODING

/5\1/%,- E\/\coc\/\w% o} (lon\'ﬁa-@dm\-ctow'\m Q\mblolm i o obshele...

Binary
Classic (Holland)

There are nice theoretical results (better than schemata theory, we
will see next semester)

Holland argument: binary strings of length 100 are better than decimal of
leghth 30 because they encode roughly the same information but have
more schemata (2100>230).

But we know schemata are not that important as Holland thought

The important factor is that binary encoding is sometimes unnatural
for a given problem.

The obvice, Dhh use ity Juovikwa wwi'l“kl\‘-
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OTHER ENCODINGS

Alphabets with more symbols Permutations,
Integers Trees (programs),
Floating point Matrices,

Neural networks (different
ways),

Finite automata
Graphs,

A-life agents ...
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SELECTION - OVERVIEW

P Jrl’k'; Q%b}Wa Vu\ﬂ \'\b Mmlvx\'ﬂ” 5 Sw.“
Sty /14490/44/5 o 7(° 5) anc-

Roulette-wheel selection / i el
L To0 s Sobetizes / dieee,

traditional, fithess-proportional

%l’){g LVIS
@W&h il

SUS (stochastic universal sampling)

Just one random position in a roulette wheel, other

W.Klozhk%qt positions are shifts over angle |/n

&4&. v i\ »,more fair roulette” — why?

QQUE(M W\\ 47 H‘ u’l /[ /h
dark o e il boing 4 ol e b g huie woe o the e it T
VSV:;‘ZX Lm(\il(l, Wwole ﬂné warks w/wa 91’7'#"8 My 4/14 Nne \,\ fglﬂ.l (Jrg _ ’(/L,

ROMAN NERUDA: EVAI - 2024




SELECTION - OVERVIEW

- lﬂuel o o \Mll\\«b O iy dma uditbaa] | give ciize to i weoh aes,

-

Tournament

k-tournament — comparing k randomly selected
individuals, the winner is chosen by selection

Typically, k is a small number, like 2, 3,5

Can be used in cases where fitness is not explicitly given
(a game is played, or a simulation is involved)
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INTEGER ENCODING

Mutation:

,,unbiased — new random value from the whole domain

,biased” — new value represents a random shift (normal
distribution) from the original value

Crossover:
One-point, multiple-point, ...

Uniform — in every gene we throw a coin from which parent the
value is chosen

Beware of ordinal representations in cases where the order does
not make sense (then, probably, the biased mutation does not make
sense)

: W\
é 2 \)V\wn doly ) W\Hla», M '\‘/\\%w tobe o{ o 09(4«411/(} T e \9\0\34}/ nﬁm{\
ml//’ﬂll"% cln&” mL(/W Qe 7% wc{% does IIJJ' 7(/"““”'/ Ord'/&s*"’lﬂ’b
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FLOATING POINT ENCODING

Historically, the first attempts were encoding real numbers
into bit-string representations

Not used often today, except for the cases when a limited
precision makes good sense (compression of a search
space, explicit control over the accuracy of the
representation)

Common practice today is to encode real values as floating
point representation, and the operators take this into
account
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FLOATING POINT OPERATORS

Mutation
Biased
Unbiased
Crossover
Structural
One-point, uniform, ...
Arithmetic

Combination of values
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ARITHMETIC CROSSOVER

Simple average of parents’ values

Variants:
Some other convex combination:
z = a*x + (l-a)*y, where 0<a<l
How many values from an individual to cross over:
Typically all of them
Sometimes just one chosen at random

Sometimes a combination with |-point crossover
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EVOLUTION OF

COOPERATION

Prisoners and their dilemma, Nash, von Neumann,
Axelrod, Dawkins
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ALTRUISM VS. DARWINISM ?

Darwinism is inherently competitive — survival of the fittest
Social Darwinism — backing the laissez-faire (,let it be*) capitalism

Andrew Carnegie,The Gospel of Wealth, 1900 While the law of competition may
be sometimes hard for the individual, it is best for the race, because it ensures the
survival of the fittest in every department.We accept and welcome, therefore, as
conditions to which we must accommodate ourselves, great inequality of
environment; the concentration of business, industrial and commercidl, in the hands
of the few; and the law of competition between these, as being not only beneficial,
but essential to the future progress of the race.

But there is a lot of cooperation both in nature and society
The main problem of evolutionary (social) biology:

How can altruistic behavior be evolved, when it (by definition)
decreases a fitness of an individual?
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THEORIES OF EVOLUTION OF
ALTRUISM

Group selection

Evolution can work on groups of individuals (Darwin)

How to explain individuals who cheat and do not help
Kin selection

Preservation of almost identical genes in close relatives

How to explain altruism of strangers, even other species
Dawkins, selfish gene

The unit of evolution is a gene, not an individual

Wilson:,,the organism is only DNA's way of making more DNA.*
Trivers, 1971 :reciprocal altruism

Mutual benefits for both organisms (even different species)

ROMAN NERUDA: EVA| -Shadow of the future, parallel with iterated prisoner's dilemma



PRISONER’S DILEMMA

/] C D i/ C D
C -1 /-1 -3/0 C R/R S/T
D 0/-3 -2/-2 D T/S P/P

*Temptation > Reward > Penalty >
Suckers payoff

* R>P: mutual cooperation is better
than mutual deception

* T>R and P>S$: deception is a
dominant strategy for both players
* (50s - RAND corp.)
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NASH

A strategy s is dominant for agent i, if it gives better or the
same result than any other strategy of an agent i against all
strategies of agent j

Strategies s; and s; are in Nash equilibrium, if:
If agent i plays strategy s; agent j does best with strategy s;
If j plays s;, i does best with s;

Or, s;and s; are the best mutual answers to each other

These are called pure strategies
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NASH IN MIXED STRATEGIES

Mixed strategies — random
selection among pure
strategies

Nash theorem: Every game
with finite number of
strategies have Nash
equilibrium in mixed
strategies.

Example: Rock-Paper-Scissors
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NASH AND PARETO

The solution is Pareto-
optimall/efficient

If there is no other strategy

which would improve agent

outcome without worsening

some other agent outcome ai)

The solution is not Pareto-
efficient: if an outcome of one
agent can be improved without
decreasing other agent's
outcome
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THUS ...

For rational agents there is no dilemma/or is there!?

DD is Nash equilibrium
DD is the only solution that is not Pareto-optimal

CC is a solution maximizing common outcome
Tragedy of the commons
What is rational, and are people rational?

Shadow of future — iterated version — Axelrod

ROMAN NERUDA: EVAI - 2024
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ITERATED PRISONER'S DILEMMA

Players play more games, they
remember the results/actions of the

opponent, and can modify their
strategies according to the history

T>R>P>S,

2R>TH+S - it does not pay off to
alternate C and D

If the game is played N-times (and
the players know the N) it can be
proved by induction, the best
strategy is ,,deceive all the time".

ROMAN NERUDA: EVAI - 2024
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AXELROD TOURNAMENTS

The first tournament:

|4 strategies plus RANDOM, 200 games, everybody played with everybody (ncludit
itself), 5x repeat

TFT = Tit For Tat strategy — 7 % ZWC] ns }0//? 4 ”M/&/ g /7/’2 ”/%.
Start cooperate, then copy opponent's moves

The second tournament: /7/44@,,5 Wb Q/Ml;./ts/ é”,L ——2

62 strategies— everybody knew the results of previous tournament —TFT wins again

—

The third ,,ecological” tournament

Resembling the generations of GA, initial population was the second tournament
strategies, there were 1000 generations

The number of individuals in the next generation was proportional to number of
victories in the previous generation

Aaaaand, the TFT wins again!
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WHAT DOES IT MEAN FOR
STRATEGIES?

- V%é m/ . tht m,ﬂmzém Mzﬂé/ M Z2Z 65 vdnbian
4 important propertles of successful strategies: f-éw/ ﬁy/ﬁé/,,

Niceness — do not deceive first

Provocability — quickly punish deception

Forgiveness — but quickly calm down

Clarity — be simple, so others understand you

There is not a single strategy that would win against all strategies

It is necessary to be successful against very diverse strategies (ALL-D,
TFTT, RANDOM,TRIGGER)

It is also good to learn play well against itself

Attempts to beat TFT by more deception did not help

EW(MHOW% SJWUb SJfM 166, Q‘\'h‘,t% Wiy ™ ﬂu /)W,,;/,;Aﬂws /4 !7@/%,&
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WHAT DOES IT MEAN FOR
COOPERATION?

In environments that support cooperation ...

Payoffs favor cooperation,

There is a big probability of iterated PD (shadow of the future)
... the cooperation is usually evolved

But not always, such as in the ALL-D world

Rationality, intelligence, consciousness, ... is not necessary for
cooperation, just bigger fitness values

Initial cooperation can emerge at random, and then it can
survive
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TWENTY YEARS AFTER

In environments with noise, the Pavlov strategy (win-stay, lose-
shift) is successful

If the payoff R or P => C,
ifT orS=>D

After 20 years the tournament was repeated with more
strategies from each team

The winning strategies were cooperating as a team

Few moves (10) to recognize the opponent, then all strategies
helped one father strategy from the team to get better score

The teams were even fighting the organizers (false teams to get
more slots in the tournament ...)
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EVOLUTIONARY STRATEGIES

Motivation, population cycle, floating point
mutations, meta-evolution

ROMAN NERUDA: EVAI - 2024



EVOLUTIONARY STRATEGIES

—ho WB svegml cacutwd
Rechenberg, Schwefel, 60s —Jwy\ Yre o) Uit s
Optimization of real function of many parameters
‘evolution of evolution'
Evolved individual:
Genetic parameters - affecting the behavior W Om agmlh’ Hop eyt leﬂ i
Strategic, endogenous parameters - affecting evolution e
New individual is accepted only if it is better
More individuals as parents  —» M\Wmas P‘- Qe 0(‘{9\)'/"’”3/

Todays most successful (and complex) CMA-ES (correlation matrix
adaptation-ES)
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ES NOTATION

Important parameters:
M number individuals in population
L number of new individuals
R number of ‘parents'
+ QMM

\ Special selection related notation:

(M+L) ES — M individuals to a new generation is selected from M+L old
and new individuals

(ML) ES — M individuals to a new generation is selected only from L new

/ individuals — vawll(s e U\\\“k* O]lMaS
| Sty
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Tl')(, M/MI"\H”"' ',5 J/D\' 4 W'a IAOL«/ ‘L) Mo jrlfc %{W& ﬂMc/ Qh//v J&)

SIMPLEST ES EXAMPLE

l/mu{v.a WAL Means 7’770 tueh eyl;fadw\y\ous / bt W Uht ’}U €><//m/¢ M”"”/“() (3

Minimize f: R™->R Initialize x(0) = (x;,...,%x,),t =0
Individuals are vectors Repeat

(X1 -+ Xn) y(t) = x(t) + N(Oys)
Population is just one individual If f(x(t))< f(y(t)) then x(t+1) := x(t)
One offspring is created else x(t+1) = y(r)

Mutations are drawn from normal
distribution Every k iterations modify s based on p:

Variance of the distribution (step size) If p>1/5 then's :=s/c // explore more
is changed by simple heuristics to

balance exploration/exploitation If p<I/5 then s := s.c // exploit more

If p=1/5 thens:=s //0.8<=c<=|

T\'\B > W/‘\'” ” /Zéf WM !&D t++, Until x(t) is good enough

/ 7[;%14 JII/
5 7m fhot Thie & SMSL " 4““6’" \/\‘\\\-(X}M\D vma
ROMAN NERUDA: EVAI - 2024 /Hw b,'%” J‘""Pl &XN, e Wl exﬂlovu{ oumw{% @“)la\"“b

Keep track of p ... % of successful mutations



ES SELECTIONS

Parental selection: random — does not depend on fitness

Environmental selection:

Deterministic — choose M best from the pool:

(M,L) — the pool is just L offspring A9 — \ /{_D_
Better for real-valued domains o ?_; =
Avoids local optima better ) : -

P M < / )

M<L, otherwise the selection provides no useful information (_
(M+L) — the pool is M parents and L offspring

Faster convergence
Recommended for discrete optimization

M>L or M=L possible, special case L=1I is called steady-state ES

B

(O
¢ (I(\'

|

=
('\
= (H'“l
pre

~oWe Qe ml AW\ " L?m WJW

ckwsa bam m;/ /7/9/ //z/y ¢ ;zwu 0 A s
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ES INDIVIDUAL

The individual: C())=[X,(i),S()], k=1, or n,

— iM&VﬂdM} WW’Q CUI/J"]("D Some (Mm;«u}% o conthl e Bon
/

or 2n,or n(n+1)/2

to axes

S, are endogenous parameters

(such as standard deviations of biased

floating point mutations)

k=1:One common std dev for all

evolved parameters X’s

AJV ncl,tl/ina

k=n: Non-correlated mutations, n

individual normal distributions M:C=MM

Each parameter has its own std dev Ci. = s

Geometrically, the mutations are
within an ellipse parallel to axes

ROMAN NERUDA: EVAI - 2024 t“(/h

d( M

[

Vl— ) &\Aa M&\A&M/ le' wwlw w%
7[“ the Vﬂ@‘”’ (lwm &9) &\‘()/(L@Jvt \\ ?/‘ps

k=n(n+1)/2: Rotations are also
included, the ellipses are not parallel

correlated mutations, they

: correspond to mutations from
o SI?M mm, dimensional normal distributio

Thus, S correspond to the
+U(O, 35 covariance matrix C that is a (non-
diagonal) product of rotation matrix || =h

= 1/2(s? - s?) tan(2a;) [kAQWL

%

ﬂ dv\“nam
i 4«\3

-mjleps\ Z@w%ﬂb
-lv \/M j(l,ﬂ,m Sf’//mﬂéé(,



ES MUTATIONS

Endogenous parameters: - always mutate first

Standard deviations:

Increase or decrease according to the success of the mutation (Originally,
the so-called 1/5 rule (heuristic - ,,the best case is when the mutation has
20% success rate”), thus, the std dev is increased for lower success rates,

and decreased when the success rate is higher

Now, multiply by a random number drawn from N(0, )

Rotations:

Add a random number drawn from N(O, 1)

Genetic parameters:

Adding random number from normal distribution with corresponding
deviation, and rotation, respectively

ROMAN NERUDA: EVAI - 2024




ES INDIVIDUAL AND MUTATION

69 line of equal probability density to place an offspring

Image source: Baeck, Hoffmeister, Schwefel: A survey of
Evolution Strategies (1991)
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ES CROSSOVER (CALLED
RECOMBINATION HERE)

,,Gang bang” of more parents -> one offspring
Local R=2) — ~odkal Loy
Global (R=M) sy ba

Two versions (often combined together):

Uniform (dominant)— the value of a gene is selected at random
from parents' genes at a particular position

Arithmetic (intermediate) — average of all parents’ values on a
particular position —_ (omeS W,m&b \,,\.1@,\ \/\"WQ W Q,\Wb...
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SUMMARY — ES CYCLE

n=0; Initialize at random a population P, of M individuals
Evaluate the fitness values of individuals in P,
Until the solution is good enough:
Repeat L times:
choose R parents from P, at random,
Cross them over -> one new individual [x,s],
Mutate endogenous parameters s of [X,s]
Mutate genetic parameters x of [x,s]
Evaluate [x,s] and put it to set of candidate solutions C,,,
For (M,L)-ES: choose M best individuals from C,,, the to P,.,

For (M+L)-ES: choose M best individuals from P, UC,,, the to P,

++n

ROMAN NERUDA: EVAI - 2024



DIFFERENTIAL EVOLUTION

Alternative, geometrically motivated EVA



DIFFERENTIAL EVOLUTION

R.Storn and K. Price (1997)

Powerful algorithm designed for black-box optimization (or
derivative-free optimization).

Find the minimum of a function f(x): R"—R, if we do not
know its analytical form.

Relatively simple algorithm

Used in many applications

European Space Agency — optimal spaceships trajectories

ROMAN NERUDA: EVAI - 2024
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Pablo R. Mier: A tutorial on Differential Evolution with Python,

https://pablormier.github.io/201 7/09/05/a-tutorial-on-differ ential-evolution-with-python/
ROMAN NERUDA: EVAI - 2024



DIFFERENTIAL EVOLUTION

Initialization: random parameter values
Mutation: ,shift” according to the others
Crossover: uniform ,,with a safeguard”

Parental selection: all individuals in a population

Environmental selection: comparison and possible
replacement by a better offspring

ROMAN NERUDA: EVAI - 2024



MUTATION

Every individual in a population undergoes mutation,
crossover, and selection __ - @w A\ —> Vcﬁwlm, Vi e

For an individual x;, we choose three different individuals
Xgp Xpp» Xcp At random

Define a donor v:v,.; = x,, + F(x, X, ;)

F is a mutation parameter, a value from interval <0;2>

ROMAN NERUDA: EVAI - 2024



CROSSOVER

Uniform crossover of original individual with a donor
Parameter C controls the probability of a change

At least one element must come from a donor
Probe vector uj,., :

Ujip+e = Vjips+ s iff rand; <= Cor j=I,,.

Ujipe1 = Xjipey 5 iff rand; > Cand j#l g

randj,- is pseudorandom number from <0;1>

l.ong Pseudorandom integer from <I;2;... ;D>

ROMAN NERUDA: EVAI - 2024



ENV. SELECTION

Compare fitness of x and v, select the better:
Xip+1 = Uipsey 5 iff f(Ujpe)) <= 1(X;)
Xip+| = X;p, ; Otherwise
fori=1,2,..,N

Mutation, crossover, and selection is repeated until some
termination criterion is satisfied (typically, the fitness of the
best individual is good enough)

é}\m\a\%w 6u/|umle> C[MW — > CWS%/&] M/;X(\\ m’g.’m

—> {& bollw thin 2l
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MUTATION VARIANTS

Mﬁg} a/ se/{/// /MMMW 06{ C[A|4‘{(&/WM!ZJ

The described mutation is denoted as rand/|
Xa is chosen at random, Xb — Xc create one difference vector
rand/2:
we choose Xb, Xc, Xd, Xe, and create two difference vectors:
V =Xa + F(Xb - Xc + Xd —Xe)
best/I:
Xa is not random, but the best Xbest in population

best/2: - homework

ROMAN NERUDA: EVAI - 2024



PARTICLE SWARM

OPTIMIZATION

Individual is a particle floating in a swarm in the
fitness landscape

ROMAN NERUDA: EVAI - 2024



PSO

Population-based search heuristic, Eberhart, Kennedy, 1995

Inspiration of swarms of insect/fish

Individual is typically a floating point vector, called a particle xe 2°

9
No crossover, no mutation as we know it
Individuals are moving in a swarm through their parameter
1 s o pace
| o The algorithm is using local and global memory:
lSﬁ e %g pBest — each particle remembers a position with the best fitness
(7(4 . Yn\ gBest — best pBest among all particles —_ > juux (/]415}/9)

(W, ... AVm) [@@[1 pm/kd(, lms \/l/ltzim')u}S 0& \Xﬁ {)\)Q»_IJF;OV\ e \/“571’“"4/
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PSO ALGORITHM

Initialize each particle
Do
Foreach particle
Compute fitness of particle
If the fitness is better than the best fithess seen so far (pBest)
pBest := fitness;
End

Set gBest to the best pBest
Foreach particle
compute the speed of particle by equation (a)
update position of particle by equation (b)
End
While maximum iterations or minimum error not satisfied

ROMAN NERUDA: EVAI - 2024



PSO MOVEMENT EQUATIONS

S 5 &\M’)ﬁl% &Ovvn/clb '\\5 \p(,sx'
v.—=V /

vl *rand) * (pbest- present) v\l k] i
+ c2 *rand() * (gbest - present) (a)

present = present + v (b)
v is particle speed, present is particle position
pbest best position of a particle in history

gbest best global position in history

rand() random number from (0, 1).

cl,c2 constants (learning rates) often cl =c2 = 2.

Q‘\L ‘QWX‘\M[% v, d‘w\\ Wal/{mal \/MS( \/’061/414”(«3 med; OW}?IW/\
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PSO DISCUSSION

Common with GA:

Start with random configuration, have a fitness, use stochastic
update methods

Different from GA:

No genetic operators
Particles have memories

The exchange of information goes only from the better
particles to the rest

ROMAN NERUDA: EVAI - 2024



EVOLUTIONARY MACHINE

LEARNING

Michigan vs. Pittsburg, machine learning,
reinforcement learning



MACHINE LEARNING — A SUBSET

Learn rules based on the training examples
Data mining
Expert systems
Agent, robots learning (reinforcement learning)
Basic evolutionary approaches:
Michigan (Holland): individual is one rule _ [}, g,',,,p/b a“"”é‘ ﬂl/qm#%
Holland LCS: learning classifier systems

Pittsburgh: individual is a set of rules

Nl e “g@é &gy QL Mogj('gl%ivw/ i woe 5\(\‘&“})’0.
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CLASSIFICATION

Accuracy

= number of correct answers /

Predicted/ Positive Negative number of all answers
Real = (TN+TP)/(TN+TP+FN+FP)
Positive TP FP o
Specificity £ Fp

Negative FN TN

=TN/(TN+FP)

D\(wieiwu S . RWIH q‘k\ﬂ\v eesdng Sensitivity
YT \m\ mtw\\(
7O j _
= TP/(TP+FN)

TP
s Fp
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MICHIGAN

Q(M%Hq [5 Mw,lla I acom% 04 nU Sr\fg Vux|c& %&/m Some iw‘)u}‘
Holland in 80s: learning classifier systems
The individual is a rule
The whole population works as an expert or control system

The rules are simple:
Left-hand side: feature is true/not/don‘t care (0/1/%)

Right-hand side: action code or classification category

Rules have weights (reflecting their success) 75 J“r m i wie e o be
The weight makes their fitness DWI’.‘AI Iy gwbty\— A rw(a

The evolution does not have to be generational

[7TarA/x17| ——> athon  — 7 Wiy &> o vile

—> QACJW ok > U/l/msﬁ we C}(}a’,{ gww -Hv, %Vc %.7 b (7.751& / Fq/ﬁé)
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MICHIGAN - LCS

Evolution happens only from time to time and/or on part of
population

The problem of reactivness (lack of inner memory)

The right-hand side of the rule contains — besides the
action/classification code — other inner features, called
,messages"*

The left-hand side of the rule has special features to intercept
the messages, called ,,receptors*

The system has a buffer of messages and it has to realize an
algorithm to distribute a reward among chains of rules

ROMAN NERUDA: EVAI - 2024



LCS — BUCKET BRIGADE

Only some rules lead to actions that trigger reward from the
environment,

The reward should be distributed to the chain of successful
rules leading to the reward

Rules have to give up part of their strength (like paying money
to take part in the action) if they compete for a chance to be
applied

The technical way it is done is called Bucket brigade
algorithm

In practice it is difficult to balance the economy of rules, hardly

used today
L > luy fo @( wbon  wdud
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BUCKET BRIGADE ALGORITHM

4 faclc, 04 WV W‘b \&M X’ "'7 ’“’ll& out Qu\' rﬂw vwlv S UJMOL }a wa MJorml Lmssvc

5 q/SO &C/%J&J %My M&%a” %ec

e maé/m
+ Vsl 7%& foo o s, e Lom sl opioment—busid v
— /t’//h (o)’ 6\%%//4 éoéf MS /yomwlh mmkw WL.«/’ 7'7 do Vet

EXTERNAL | INTERNAL | ACTION EXTERNAL | INTERNAL | ACTION | STRENGTH

MATCHING SET OF T [ J
RULES ACTIONS
BUCKET
BRIGADE GA
aal  EFFECTORS

Dn‘:}!ﬂ‘r abo o} Yoy wic
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CURRENT LCS SCHEME

/ 90t a{ wles

Population [P]

e\

74%&—74—5}«7&

Classifier, = condition : action :: parameter(s) €

O
Match set [MZ@I]

Classifier,,

04#4349 71/&
Mmﬂ/f/ FHm

Prediction array

NI Action set [A] X

Action
selection

Q
b2 C«Q

Action
performed

( Detectors )

Environment

-

Classifier,

s N

Learning strategy

L Al

Credit assignment

[ Discovery component
[] Performance component
[] Reinforcement component

ROMAN NERUDA: EVAI - 2024

Rewa rd/ el

> Effectors )

-
4

acha, et
<
/"Mﬁé gef
W \’Jl/\(JVH ”/‘lﬂt

p/wdfq 6{#4* /A&
ivomntat céwﬁ 14

> fhis WL(M veund S m,]mcs/ecl,

© R. Urbanowicz, | Moore: LCS: A complete introduction, review and roadmap, 2009



EX'/MééJ {(I/UM l/)%fﬂ& pLWV,M

Z(ERO)CS

i & He @vs} edidd,

— VYo IAALS%'&LS ; \Wchr \OVfaan @Lo. ‘LOU wa)_’&% 4’0 Mwlm&wl M/\\
(Wilson, 1994) simplify LCS

No internal messages

No complicated mechanism of reward redistribution
Rules are just bitmap (and *) representations:
IF(inputs) THEN (outputs)
Cover operator:

If there is no rule for current situation/example, it is generated
ad hoc

Randomly some * are added and a random output is selected

C 5w\ eoh ww & we mw h"'/"g ‘n(AJner hivee of wnfohy sow%hi«ﬁ
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ZCS — ACTION SELECTION

P — population — set of all rules
Detector presents an input x
M — match set
rules with condition satisfied compared to input x
Action a is selected from M _, 7™p> He gmme méa»s, S el W:

by roulette wheel mechanism

based on strengths of rules from M
Rl -

A — action set — all members of M that advocated action a
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ZCS — REINFORCEMENT

@QSU/LJH \‘& (/39(4 PUMUM.BQ,\K “&ﬂﬂ Q\/W\ﬂ% lees W/(J/ VLVMI/ oml fH/I:a-/ W&-
‘}\7 ‘Hu/ a/y,w+ V&hm/d
How the reward is distributed / the strength of rules is

modified — operate on current A and previous A

Create a bucket B by reducing each rule from A strength by
O0<b<=1 (and adding those numbers — denote B the sum)

If the system receives reward r from environment after action a:
Add (b*r) / |A| to strength of each rule inA — > lewordsd Winuess,

Add (g*B) / |A., Lto all members of A (0<g<=1) — fewswded hdhpue fins

(—> wllan Seeun ramu\
The strength olfé:Jhe rules w?the set M — A (matching but frrs g(u()

é advocatlng different action than a) are reduced by 0<*tax’<=|
> wy lower Yoz \TASRY &l\/\h obher mthin Yot [u"

N Momal, Mur f{,ér }oaidet VMn]fM“J/ dhe W@t(,\-
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:MS \J/0V|L> \;/Q/\\‘ \M\' \\’ \MS I)d\b'\' "014{7-/501%” ﬂ&'t"”h mwwc//i,o ' Lomermes
9/‘4 ﬂ/ﬁJ I/I&lJ 747 VéMrJ 7%/, yore /7/&1/’ ous QVA'MS .

XCS — IMPROVED ZCS

/“30 LS = Ug""//g /”hb ey 340&1:1/ m/tsl hm[ comphyints it s waﬁag
s ﬂ/&{ Lorre V&? 5'/%@-442(/ I%/J_S/ wé/% 2k 7%&17&‘/5 W&,

Cons of ZCS:

ZCS does not tend to evolve a complete rule system covering all cases

Rules at the beginning of the chains are seldom rewarded and they are
not surviving

Rules leading to actions with small rewards can die off too, although they
are important

The previous LCS were “strength-based” - both a measure of fitness for
GA, and to control which rules “fire”

“Wilson’s intuition was that prediction should estimate how much
reward might result from a certain action, but that the evolution learning
should be focused on most reliable classifiers, that is, classifiers that give a
more precise (accurate) prediction” (P.Lanzi, 2000)

‘\\ktb > V\vlr a5 6063 23 iy e [ o we \lrl btk ho wel & oworls vhe wsed
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FITUE $S — ACCURACY

XCS - PROPERTIES
— s botomes & - &mxm@‘, >

Rule is a tuple (¢, a, p, &, f)
c — condition
a — action
p — payoff prediction
e — prediction error
f — fitness used in GA
Fitness is based on accuracy of the rule:

Accuracy k =h* (e / ey)¥ ; h, ey and v are parameters

Payoff and error estimates are updated by Q-learning
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XCS — ALGORITHM SKETCH

Based on input, form a match set M
M is subdivided into action sets Ai based on actions
We keep track of previous step action set as well

For each action in A, predict the payoff p, as average of
payoffs of rules in the action set weighted by fitness values

Choose the winning action a either as max p, , or
stochastically (roulette wheel). Perform the action.
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XCS — ALGORITHM SKETCH

Redistribute the payoff from environment to rules in the
previous step Action set

Update accuracies using errors
Update fitness using accuracies

Update payoffs using previous step payoff and max payoff from
action set

Run GA (only) on previous Action set

L7 0(\9\/\ oie, (\\WV'\MMQ\ Wew vu\es (7Vl[3 {L\»w ‘“AL rooa;l \Mle&
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XCS - WRAPUP

Accuracy based fitness
Niche GA operating on action set A

Q-learning algorithm as credit assignment

Bridging the gap between RL and LCS

Great applications in practice
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PITT

COWI@IQ«; how 4o do VVM‘\'L\—;% / clRSouth i, [ e wore mte s 4, dyvidr |
Individuals are sets of rules, complete systems

The evaluation is more complicated
Rule priorities, conflicts
False positives, false negatives
Genetic operators are more complicated

Typically, dozen or more operators working of sets of rules,
individual rules, terms in the rules, ...

Emphasis on rich domain representation (sets,
enumerations, intervals, ...)
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GIL, EXAMPLE OF THE PITT
APPROACH

Binary classification tasks

The individual classifies implicitly to one class (no right-hand
side of the rules) JERA S COvpleses Oeeonbes M

Each individual is a disjunction of complexes
Complex is conjunction of selectors (from | variable) X, A xz A x4
Selector is a disjunction of values from the variable domain C, VS ve

=
Representation by a bitmap:

((X=A1)AND(Z=C3)) OR((X=A2)AND(Y=B2))
[001]11]0011 OR 010101 111]

/e onn”x \m e Vlvzsl/nl WV;A Vw[esl Sy e M okl'u(n) Ju (g Jmn{%’-iah
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GIL CONTD.

Operators on the individual level:

Swap of rules, copy of rules, generalization of rule, deletion of
rule, specialization of rule, inclusion of one positive example to

the rule L
/; x
Operators on the complex level: /4//,/ /[ =/ S@ i ot TT—+
. _— \
Split of complex on | selector, generalization of selector v
(replacing by 11...1), specialization of generalized selector, oo | ﬁ
inclusion of one negative example = )

Operators on selectors:

Mutation 0<->1, extension 0->1, reduction |->0,
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MULTI-OBJECTIVE

OPTIMIZATION

Multi-Objective Evolutionary Algorithms (MOEA),
Pareto front, NSGA I

What Cr L(/ VL\AL ?\5&&%#&%% %mmg 4\/%/\ A b /3) ﬂ/Mc/
Z///éw'%é bth M wel md ome
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PROBLEM

Instead of one fitness (objective function), there is a vector of them f,
i=1..n

For the sake of simplicity, we consider minimization case, so we try to
achieve minimal values of all fi, which is difficult

Definitions of dominance (of individual, or a solution):
Individual x weakly dominates individual y, iff fi(x)<=fi(y), pro i=1..n
x dominates y, iff it weakly dominates him, and there exists j:fj(x) <fj(y)

x and y are uncomparable, when neither x dominates y, nor y
dominates x

x does not dominate y, if either weakly dominates x, or they are
uncomparable
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PARETO FRONT

Pareto front is a set of individuals not dominated by any

other individual CﬁS‘L

f1
/l g[mﬁ n <ol cﬂ o DD O

Qo&/}%'om, bk e

MU O\P}Wm\ <Coth MOI’ I'I(A)>f|(B)‘
be, '\UAG\WW/A vv'ol/b\
(}(,,d \Loy Vl@&i} Jru

0\40'@0 \U\An\ \/lf/ W/)I/J(j

A

’A(M mhly/ﬂ/;

- You  cam }f; VL@ ﬁé@/

- e ’% wll Cot a by
ok

o on 2% Vgg g/ﬁ/z/

m Bad bl o,

f2(A) < f2(B)
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THE SIMPLE WAY

How to solve MOEA in a simple (simplistic?) way:
Scalarization - Aggregate the fitness:
Linear scalarization
i.e. weighted sum of all fi, resulting in one value of f
And solve it as a standard one-objective optimization

This one is sometimes, in the context of MOEA, called SOEA
(single objective EA), but is is nothing new to us, actually we were
doing only SOEA so far

The solution of SOEA lies (somewhere) on Pareto front, but not
all Pareto front points may be found

Nevertheless, we don’t know how to set weights for fi's.
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THE SIMPLE WAY

e-constraint scalarization
Turn MOEA into SOEA with n-| constraints
Choose one fi, say fl

Other f2 ... fn turn into constrains by choosing constants e2 ...
en

Minimize fl with constraints f2<e2 ... fn<en
Problem how to find the constants

Problem how to solve the constrain optimization
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VEGA (VECTOR EVALUATED GA)

5 W\/IU/I \/M\/’u/\vé ?) ’D\i)j@d‘\'u{/ &/\MUHW%/ We &'M\A& K/g 04 ‘\‘A- MH’\ b&ﬂ’ Store, oh 4)0/
4/@ 04 nd WH’ bodt corme o ?ﬁfl

One of the first MOEAs, |1 985
/Wé 4/£ 04/ Mcl. \A/i\/\q %ﬁ“" Loove. On 4L-

ldea:

Population of N individuals is sorted according to each of the n
objective functions

For each i we select N/n best individuals w.r.t. fi
These are crossed over, mutated and selected to next generation
This approach in fact, has lots of disadvantages:

It is difficult to preserve a diversity of the population

It tends to converge to optimal solutions for individual objectives fi
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DECOMPOSITION BASED MOEA

Trying to improve basic scalarization algorithms by
decomposing the population into several sub-populations
scalarized with different weights

Define several weight vectors L, evenly distributed in the
search space

Use Chebyshev distance to perform scalarization:
D(x,y) = max; (|x; - yil)

Minimize max; (L; |f(x) — zj|) where z is a reference point — ideal
solution estimate
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MOEA/D ALGORITHM SCHEME

input: A = {A(2),...,A()} fweight vectors}
input: zx: reference point for Chebychev distance
initialize PO € X p
i)\ni';ialize neighborhoods B(i) by collecting k nearest weight vectors in A for each
(i
while not terminate do
foralli € {l,..,pu}do
Select randomly two solutions x(1), x(2) in the neighborhood B(i).
y <— Recombine x(I), x(2) by a problem specific recombination operator.

y «— Local problem specific, heuristic improvement of y, e.g. local search, based on the
scalarized objective function g(x|A(i), z*) .

if g(y |AG), z*) < g(x(i)|A(i), z*) then x(i) <y
Update z*, if neccessary, i.e, one of its component is larger than one of the
corresponding components of f(x(i)). end for

t—t+]|
return Pt
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HYPER-VOLUME

SMS-MOEA = S-metrics
evolutionary multiobjective
optimisation algorithms oA

Find some indicator that
compares two solutions, and
decides which Pareto front
approximation is better

Usually a hypervolume (with
some reference point) is

ReferencePoint

I
I
|
I
I
|
|
I
|
|
|
I

considered as indicator, called
S-metrics
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SMS-EMOA

initialize PO € Xp

while not terminate do
{Begin variate}
(x(1), x(2)) < select mates(Pt) {select two parent individuals x(1) € Ptand x(2) € Pt}
ct «— recombine(x(l), x(2))
gt «— mutate(ct)

{End variate}

{Begin selection}
Pt+1 <« selectf (Pt U {qt}) {Select subset of size p with maximal hypervolume indicator
from P U {qt}}

{End selection}

t—t+|

end while

return Pt
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NSGA (NON-DOMINATED
SORTING GA)

1994, an idea of dominance is used for fitness

This still does not guarantee sufficient spread of population, it
must be dealt with some other way (niching)

Algorithm:

Population P is divided into consequently constructed fronts FI, F2,

Fl is a set of all non-dominated individuals from P —_~» @A’ l7°\< 94 {
F2 is a set of all non-dominated individuals from P-FlI -~ Qwé bcg

OWW\(, 04 \) vw/z

F3 ... from P-(Fl disjuncted with F2) 1> >%.
/.

W clente, Qm% ibe! Xv"‘“‘% 4“’ o vesk

(WU/(/ n, \d& T vosighs jwm MW, 0s2 and dolh.
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NSGA CONTD.

For each individual we compute a niching factor, as a sum of sh(i,j) over all

individuals j from the same front, where:
gmfﬂw%ég o<7/ v iidinhi!

sh(ij) = 1-[d(ij)/dshare]*2, for d(i,j)<dshare
sh(ij) = 0 otherwise

d(ij) is distance i from j

dshare is a parameter of the algorithm

Individuals from the first front receive some ,, dummy* fitness, that is divided
by a niching factor

Individuals from the second front receive a dummy fitness smaller that the
fitness of the worst individual from the first front, and it is again divided by
their niching factor

... For all fronts
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NSGA I

2000, repairing some drawbacks of NSGA:

Necessity to set the right dshare value

Non-existence of elitism
‘ i M/"
Niching —> \XYIS\j\sx( b “\We/ S Onw ,

dshare — a niche count — is replaced by a crowding distance:

(> W//%% Cé’y;e@

The best individuals w.r.t. each fi's have crowding distance set to infinity

. \
“ VEV(/ 1¥ N \/\D‘{' Ny (’J(/OW&"/CL’

This is a sum of distances to the nearest neighbors

Elitism

Old and new populations are joined, sorted, the better part goes to next
generation

HS \M/MU/ JI‘O AWL\z ‘QA& (\\/]é{\AAW)\ w\V\{okq [N Wuina &48 MUQWW&,

ROMAN NERUDA: EVAI - 2024



NSGA || CONTD.

Fithess:

Each individual has a number of non-dominated front it is in,and
a crowding distance

When comparing two individuals, first a front is considered
(smaller is better), and in case of the same front, their crowding
distance is considered (bigger is better)

And in fact, no fitness is really computed, just these two
numbers are compared in a tournament selection
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NSGA Il

> 7%/5 MM/& Cwre wy 5/4// %4Z—MZ/Z\

Improving the behavior in many w
dimensional problems I

Crowding distance is replaced
by a set of reference points

Generate evenly distributed
reference points covering the
search space.

Consider reference vectors
connecting 0 with reference
points

Number of reference points =
population size ®F oF, o,

Image from https://pymoo.org/
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NSGA [l CONTD.

Selection: ™ %{)W / Lo
first, the non-dominated sorting
as in NSGA-II

then, fill up the underrepresented
reference direction first.

If the reference direction does
not have any solution assigned,
then the solution with the
smallest distance is surviving.

In case a second solution for this
reference line is added, it is ®s OF
assigned randomly. 4

/ Image from https://pymoo.org/

W;@[am(&/ +u difeehons

U Wy and v Dreckitns W & et be
| WIamp(Z
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REFERENCE POINTS

< ok evaly dishibyrled

I;umbe.r ofwﬁomts grows with o- "W
imension M. 2
o AT B
N = C(p+M+1, p), where p is v /(/1j” N
’ ’ - /\ .o........:.’.. 7 ‘
number of partitions, roughly 1o 4 T\/ 4 X3 \L |
equivalent to population size i g il
Generate evenly distributed - V |

points — not that easy

Generate points reflecting the .

task preferences Z m l,o\' o
> why, Xﬂxmta\“% {-\JIM At b,

%&M de}té# Inte—~Come— s qé,/ 74.{/
or 055'7%:& .
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COMBINATORIAL

OPTIMIZATION

EVA solves NP-hard problems, TSP, permutation
representations
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EVA SOLVES HARD TASKS

0-1 knapsack problem
Simple encoding
Problematic fitness
Standard operators
Travelling Salesman problem (TSP)
Simple fitness
Problematic encoding and operators (crossover, really)

Scheduling, planning, transportation problems ...
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KNAPSACK

Given:
A knapsack of capacity CMAX
N items,
each have a price v(i)

and a volume c(i)
The task is to choose items such that:
Maximize ) v(i)
At the same time, we squeeze them into a knapsack; i.e.

> c(i) <= CMAX
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KNAPSACK

Encoding — a bitmap:

0110010 — take items 2,3 and 6

Trivial almost

But the individuals might not satisfy the CMAX condition
Operators:

Simple crossover, mutation, selection
Fitness: has two parts:

max [ D v(i) ] vs.min [ CMAX - c(i) ]
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KNAPSACK

So, we have a multi-objective optimization:
Either weight ‘em and add ‘em
Or use your favorite MOEA from previous chapter
Or, change the encoding in a clever way:

| means: PUT the item in the knapsack UNLESS the capacity
is not exceeded

This way we achieve a nice property that with such a
decoder all strings in fact represent a valid solution
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TRAVELLING SALESMAN

N cities, tour them with minimal cost
Fitness — the cost of the trip

Representations are many
Variants of vertex-based
Edge-based, ...
Operators are heavily dependent on representation

Crossover allows to use heuristics we might have to solve the
TSP
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Vas  (ised W
W Waw &Maw

p}w golm L{WB

i umdob ¥
Zﬁ)mﬁ H’"/F bt 2

\

ADJACENCY REPRESENTATION

Path is a list of cities
city j is at position i iff there is an edge from i to | |

Ex: > ’HA}S s e onder 04 {XM/ oibes | VIS
(248397156) corresponds to 1-2-4-3-8-5-9-6-7

Each path has | representation, some lists do not generate valid paths

Not very intuitive

Classical crossover does not work l l/\ & g 0( 3f /\

But schemata do: 4 ’)__/{Lz l 5/6 } Z q
E.g. (*3*...) means all paths with 2-3 edge

Do not use it. /(~Z"H-3—K-§~0;~c-}

= x — Codhs ook o solernin
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ORDINAL (OR BUFFER)
REPRESENTATION

:IMYWMJ 7%3 O//ﬂ; W?/w/é ,’Wq[m! % @%7%/6”
Motivation was to use the standard |-point crossover

Let us have a buffer of vertices, maybe just ordered, the
encoding is in fact a position of a city in this buffer

When a city is used, it is deleted from a buffer

h | tem 1 +

Ex: _ o cibes o i o e wd owe He em 15 g s

| & Ve hw v
Buffer (123456789), and path |-2-4-3-8-5-9-6-7 is represented {W? the
as (112141311) WWW

- |
Do not use it either. ) e \\MM/\‘\
[\ —

Ik is Qm/lfoér Xty  \ws
él/olm &&4@7%} W\fgdlfl W(/e@& 4—\/\&6 o Veb Yoo

VBU‘H A)r ’W%t DUACKC/) A érﬂl’/b,.,//& %Wﬁo\/
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PATH (OR PERMUTATION)
REPRESENTATION

Probably a first idea of most people

Permutation representation is important and natural for many
other tasks, as well.

path 5-1-7-8-9-4-6-2-3 is represented as (517894623)
The crossover does not work

So, the main problem with this representation is to propose a
crossover operator that produces correct individuals and
represents some idea about how a good solution should look

ike. @7"7%6 /Ws/ éf, M/J /5///%;4/4%
PMX, CX, OX; ...
- V%ﬁ g/w/c/ 1k @/o e Wzé%
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PMX

Partially mapped crossover (Goldberg)

Preserve as many cities on their positions from the individuals

aS you can.
2point (123]4567/89)
(452(1876(93)
(123]4567|89) PMX (452|1876]93) :  dhee wnv \ V%,/ o ik
(.|1876].) (..|4567].) ‘W‘;ZIV Ny v
and a mapping |-4, 8-5, 7-6, 6-7 %WUU;I ’ 4 ll,\§7/§§ fheee e our
Can be added (.23]1876[9) (.2}4567(93) iy | ! 145670 | o ol B>

According to the mapping

423|1876|59) (182|4567|93 L
(423]1876]59) (182}4567/93) MWWMW“

Ve oun ‘HWVV/{OW ok W% L {he

e 0ei1¥.
ROMAN NERUDA: EVAI - 2024 M, f,d?(# hgeause A Tis 14 t
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OX

i c@eﬂ by Wi v ot it i, ol \ the volnbous Verwaen oies.

Order crossover (Davis)
Preserve relative order of cities in the individuals
(123|4567|89) OX (452|1876|93) :

(...|1876]..) (...[4567]..) rearrange the path from the second

crossover point RaA223 kg 6% ARSI

>

93-4.52-1-87-6  GAWmz 4 F K%

202 \n56} \ a7,

Delete crossed over cities from |, remains: 9-3-2-1-8 pr\po WMWL the

Fill the first offspring: (218[4567|93)
Similarly, the second offspring: (345|1876|92)

ROMAN NERUDA: EVAI - 2024
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CX

&h@uﬁ\/\n AZM bt

y, ){&14 (\\b\/me(/ufl
Cyclic crossover (Oliver) Al L e

Preserve the absolute position in the path

(123456789) CX (412876935)

First position at random, maybe from th first parent: P1=(l........),
Now we have to take 4,P1=(1..4....),then 8,3 a 2

P1=(1234..8.), can’t continue, we fill from the second parent
P1=(123476985)

Similarly P2=(412856739)
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ER

W5 WL{MN& A 01‘:\/$~ \ﬂIOWJ} Q;’W\(/{’V)yb éﬂl’ RSO/

Edge recombination (Whitley et al)

Observation: all previous crossovers preserve only about
60% of edges from both parents

The ER tries to preserve as many edges as possible.
For each city make a list of edges
Start somewhere (the first city),

Choose cities with less edges,

In case of the same number of edges, choose randomly
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(123456789) ER (412876935)

Start in |, successors are 9,2, 4

9 looses, has 4 succ., from 2 and
4 choosing at random 4

succ. of 4 are 3 and 5, take 5,

Now we have (145......), and
continue

... (145678239)

orp o in d oo iffont’

474%/)1// a, prgx%%
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(123456789) ER2 (412876935)

Hiese oy commonn * ER2 —improving ER
* Preserving more common edges

* Mark edges that exist twice by -
H

* They are prioritized when
choosing where to go.

o S U
Hisse o covimon l
eSe o A<b,\z JMMM% 2 Las py{aw%/ S M r'J"

.

2 oa/a q(y,w Mzﬂ ve wa.ll a&wm/ w0y &;i /

Wiee ave  cowmon
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INITIALIZATION FOR TSP
7 Yo oan Gk &o(/& Hre m%é))bh Wl\ru Hmﬁ, 2 7%%4) Ly Wle Wy /ﬁ?

5l doesit Voo do o ol the hoal, BT 5wl b
/ﬁmﬂ W‘W/féﬁ VWWA:?M,

)
Nearest neighbors:

Start with a random city,

Choose next as the closest from the not chosen yet

Edge insertion:

To a path T (start with an edge) choose the nearest city ¢ not in
-

Find an edge k-j in T so it minimizes the difference between k-c-

and kei N
J and K- ) T
Delete k-j,insert k-cand c-j to T ’ /7 N L ¢

, N —— vl &[
4 %,V/ onrs 9 et

’ n\‘) (/]

J
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MUTATION FOR TSP

/) /(Zém?)@q

Inversion () - —" L M skt bl o0k s e
Insert a city into a path 12v\3es 54| & 9 % woll.
Shift subpath
. . 7 H/Mj(\ U’Sg

Swap 2 cities —

P } ald e ssabbe 00, it Lot > wetd fhe sk
Swap subpaths S e ﬂ
Heuristics such as 2-opt etc. —

Take two edges, four cities, choose other two edges \
connecting these 4 cities

We o ollso éy\/l L v qus npleks g
v M“h@@ Vlw/x/ﬁwcﬁno / N / - \
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OTHER APPROACHES

(Binary) matrix representation:
Either | on position (i,j) means an edge from i to |
Or it means that i is before j in a path (more common)
Specific operators of matrix crossover:
Conjunction — bitwise AND random insertion of edges

Disjunction — dissect into quadrants, 2 of them delete, remove
contradictions, insert edges at random

Combination with local heuristics

Evolutionary strategy which improves paths by “smart mutations” —
heuristics like 2-opt, 3-opt
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SAT

Paradigmatic NP-complete problem of satisfiability of
Boolean formula (expressed in CNF)

Given formula f: Bn -> B where B = {0, 1}

Find evaluation x = (x1,...xn) from Bn such that F(x) = |
CNF:f(x) = cl(x) & c2(x) & ... & cm(x)

conjunction of clauses

each clause is disjunction of literals

each literal is a variable or its negation
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K-SAT

k-SAT: each conjunction has 'k literals
2-SAT is solved in polynomial time
3-SAT and more are NP-complete

Many heuristic algorithms exist for approximate SAT
solving

WSAT — popular local search heuristic evaluating solution
based on number of satisfied classes, smart selection of
local search direction
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REPRESENTATIONS

Straightforward bit-string - individual is Boolean vector x

Floating-point - encode the formula as an expression
Conjunction is *, disjunction is +,
x is (I-y)2,non xis (1+y)2
Boolean | is |,Boolean 0 is -1
Minimize the encoded formula

(round negative values to -1, positive to |)
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REPRESENTATIONS Il

Clause-based — for each clause find feasible assighments of
variables

the individual is a vector of assighments for all clauses
The length is m*k for k-SAT with m clauses

A special fitness is needed that reflect global inconsistencies in
assignments

Path-based — visit clauses and select !l variable assignments
in each that is consistent,

not all variables are assigned, the individual represents more
solutions

Again, a special fitness solving inconsistencies is needed
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EXAMPLE

J(@) = (@ VT Vo) A (TTV o3 VI A (T2 VT3V xg)

g(y) = (w1 — D2+ 1 (s — D+ (w + 1D (ys — D> (ga+ 1>+ (g2 +1)*(ys + 1)* (s — 1)°

((2’51,.‘]52,1:4) — (17070)? (wlnwiiyw'-l) — (]-7]-’0)5 (552,2153,$4) — (Ua ]-: ]-))

(21,74, T3) ¢ =(1,0,0,0)and «' = (1,1,0,0)
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FITNESS

f itself - not good
Number of satisfied clauses Jmaxsar(z) = c1(x) + ... + cm(2),

Weight the problematic clauses jquu(x) = w, -ci(z) + ...+ wm - cm(z) -

Update after some iterations wy e wi +1—e(at)
Refining function JRep(@) =1 (x) +... + e () + ()
L Ky,
r(x) — 5 (1 T ST o]
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EVAS FOR SAT

Feature SAWEA RFEA FlipGA ASAP
replacement (1,A*) | steady-state | generational (14 1)
parent _ tournament fitness _
selection proportional
fitness /saw JREF JMAXSAT J/MAXSAT
initialization || random random random random
CTrossover — - uniform —
mutation MutOne | Knowledge- random randqm
based adaptive
local search — — flip heuristic | flip heuristic
adaptation fitness fitness — tabu list
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OTHER TASKS - SCHEDULING

Scheduling is NP-hard:

Individual is a schedule, direct matrix encoding
Rows are teachers, columns classes, values are codes of subjects
Mutation — mix the subjects
Crossover — swap better rows from individuals
Fitness
Fitness of a row (how a teacher is satisfied)
Other soft criteria and constrains about the schedule quality
Hard constrains
Must respect in operators, otherwise too many inadmissible solutions are generated

Teachers constrains, when, where what to teach, ...
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OTHER TASKS - JOB SHOP
SCHEDULING

Production planning

products ol...oN, from parts pl...pK, for each part more plans
how to produce it on machines m1...mM, machines have
different times for setup to a different product

Fithess — production time

Encoding is critical:

Permutation — plan is just a permutation of products order. Decoder
must choose plans for parts. Simple representation, can use TSP-
inspired crossovers. But shows not very efficient, decoder solves the

complicated part, TSP operators not suitable.

Direct representation of individual as the complete plan —
specialized and complex evolutionary operators.
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GENETIC PROGRAMMING

The very basics of tree-based representations of
programs

]lr [ \\mé xg WMJ”“”/J 6(%%%{, [éaq) Wcj/n'm& cacla
Qoyree e 15yt ywd 71// ptn s s e

Pl b nsed ﬁwﬁwmm.ha [Wa_ S WU%,‘}/A L kil
'/(/’> é\‘\»’H//(X(m ve M9 %ﬂ; mwln?lg

AN | % L
ROMAN NERUDA: EVAI - 2024 9y ] se Veed Comfl
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EVOLUTION OF PROGRAMS

|950s — Alan Turing proposes evolution of programs

1980 — Forsyth — BEAGLE: A Darwinian Approach to
Pattern Recognition

Late 1980s — Tree representations were discussed among
Holland PhD students

1985 Nichael Cramer — first description of tree individuals,

1989 — John Koza — tree based GP as we know it now
(publication, patent)
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GENERAL GP

General structure of the GP algorithm:
Generate initial population of random programs
Evaluate the programs by running them and test on data
Generate new population of programs:
Selection based on fitness
Crossover of two programs
Mutation of programs

As usual, repeat until a good enough solution is found
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TREE-BASED GP

IF
John Koza, late 80s-early 90s:

Programs are represented as syntactic trees o
VV\VIV'Mb ghn c\m\% @ @ @

Terminals are variables and constants / %
e it Y ma othr Wiks
0l W'MW’V'WG S . ) - un "
N N Non-terminals are operations —
?0

Crossover is a subtree exchange, non-terminals have typically bigger
probability to be a crossover point —_, , /. Yoncs

Mutation replaces a subtree with random one (9
Fitness is determined by running the program \

Selection is standard, often tournament

First examples in Lisp §
A X
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MUTATIONS

— /~7zs %571 /9 /774/@ 9;///4%5 /'m;éw/ Qﬁz mw%» //7}:(? o, o i veqires wz/iL ﬂmja ehe.

It is good (almost necessary) to use more mutation types:
Random or systematic mutation of constants
GP traditionally had problems fine-tuning numerical values
Thus, a specialized mutations of constants speed-up the algorithm
Either (any) arithmetic mutation on constants

Or iterations of hill-climbing or other optimization methods on one or all
constant set of the tree

Random exchange of a node for the same arity one

Permutations

Swap non-terminal for terminal

Mutations that decrease the size of the tree (smaller sub-tree, new individual from a
sub-tree, ... )
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CROSSOVERS

5 %MS IS \&\e oug Q@'\v\\' Cwsegnl

Swap two subtrees

Uniform crossover — GPUX (Poli, Langdon)

/ At early stages GPUX swaps large subtrees, as the population
Mﬂ[ . W/%m converges the operator becomes more and more local,
I Jﬁﬁ} oty |dentify the common region C between two trees. Each node in

C is considered for crossover with a constant probability.

Nodes in the interior of C are swapped without affecting the
subtrees rooted at these nodes.

Nodes on the boundary of C - their subtrees are swapped.
l‘ﬁL s“ﬂﬁ bég?wmlkg: QWW M& @Mms Q@ﬂonmlw'fm\/ mL VLW o Qw«rp owlg (&‘Hlt QMHV&(A (cywlo[Jm%‘mﬁ)
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INITIALIZATIONS

/]@YW'F(/;,& ¢ L)ov, U} l/VlW)(g

Random procedure how to generate trees from two sets —
terminals and non-terminals

1t — % /
Grow: Generate random trees from both sets till a limit on
INEWNO number of nodes is reached

L / GRow

Q\WQ)’W Ramped half-and-half half of popula lon by grow, half by full

/ Full: Generate random trees from non-terminal till certain
depths, then only terminals are a /ded
b/ Yoza

v
@/ \@ %% Lohild Wvﬂ/b/&

/N
¢ ¢ MVAML{WA § %4%//6 MWCWM/&J bﬂ / bis cme n ez, Fret /[ é

7é LSz Ho— ///’M/h(y/ﬁ
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WAY DOWN - LINEAR GP

Program is represented in a linear way, most often in some
machine/byte code

Simpler, some claim more natural representation
Simpler operators (crossover, mutation work on linear vectors)
Faster emulation of the run

But high risk of creating nonsense programs by mutations and
crossovers

Favourite representation in artificial life, evolution of bots and
control code in games
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WAY UP — GRAPH GP

Program is not a tree, but a more general graph, often acyclic (DAG)
First considered as extensions of tree GP to parallel programs

Later it was discovered, that graph structures are really useful to
describe lots of things

Evolution of circuits

Finite automata, you guessed it

Neural networks

Reinforcement learning for robots, planning ...

Complicated genetic operators — how to cross over general graphs
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